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Abstract

Microbenchmarks have long been used to assess the

performance characteristics of high-performance networks.

It is generally assumed that microbenchmark results indicate

the parallel performance of real applications. This paper

reports the results of performance studies using real appli-

cations in a strictly controlled environment with different

networks. In particular, we compare the performance of

Myrinet and InfiniBand, and analyze them with respect to

microbenchmark performance, real application performance

and power consumption.

1. Introduction

The architecture and the resulting network characteris-

tics of interconnection networks are critical to achieving

high performance and scalability for parallel applications

on HPC systems. It is generally assumed that the parallel

performance of HPC applications can be predicted based

on the parameters obtained by a small set of microbench-

marks. Typical network parameters are latency and band-

width which can be measured easily with well-understood

benchmarks [1], [2], [3].

However, there are few studies that actually compare

microbenchmark results with real application runs. We show

that simply relying on the two parameters latency and

bandwidth often leads to inaccurate predictions. With this

work, we want to promote the investigation of better network

models and microbenchmarks that are able to give a more

accurate prediction of application performance.

Another particular network characteristic that has not

historically been monitored or studied is power consumption.

The energy to run HPC systems is getting more and more

expensive and is a potentially limiting factor in HPC design.

Such concerns gave rise to the Green 500 list. Our work

isolates the influence of different network architectures to

the power consumption of HPC systems.

We study the two most widely used high-performance

interconnection networks for cluster computing, Myrinet

and InfiniBand, and analyzed them with regards to their

microbenchmark performance, real application performance,

and power consumption.

InfiniBand. InfiniBand [4] is the most-used commodity

high-performance network in cluster computing. Its Single

Data Rate (SDR) offers 8Gbit/s data-transfer rate. Double

Data Rate (DDR) and Quad Data Rate (QDR) offer 16

and 32Gbit/s respectively. The latency can be lower than

1µs if it is measured in a tight communication loop. It

offers different modes of data transmission and features like

RDMA or remote atomic operations. User-level messaging

(kernel bypass) is supported by InfiniBand. The InfiniBand

Architecture (IBA) has been analyzed in many research

works [5], [6] and is well understood. There also exist two

major Message Passing Interface (MPI) [7] implementations

for InfiniBand, MVAPICH and Open MPI. Both imple-

mentations currently use RDMA by default to implement

message passing semantics.

Myrinet 10G. Myrinet [8] is the 4th generation Myri-

com hardware. It offers a bandwidth of 10Gbit/s for either

Myrinet Express (MX) or Ethernet protocols. Latencies

down to 2.3µs are possible. Its physical layer is 10 Gi-

gabit Ethernet. It also offers kernel bypass features to

communicate directly from the user application. The MX

communication layer is highly optimized for MPI point-to-

point messaging and offers dynamic routing [9]. Myrinet is

able to perform tag matching in the NIC firmware which

further offloads communication functionality from the main

CPU.

We compare two versions of Myrinet 10G (fiber- and

copper-based) to copper-based InfiniBand ConnectX under

identical environments. We use the same machines and the

same Message Passing Interface (MPI) implementation in

order to guarantee a direct comparison of the intercon-

nection networks. The detailed hardware configuration and

microbenchmark are presented in the next section. Section 3

presents application benchmark results for four carefully

chosen real-world datasets and applications.



1.1. Related Work

Different research groups compared the performance of

communication networks. Liu et al. [10] compares the

characteristics of several high-performance interconnection

networks with microbenchmarks. Another study by the same

author [11] presents also some application comparisons.

Other studies, like [12], [13], [14] limit themselves to

microbenchmarks and the NAS parallel benchmarks. Bell

et al. [15] discuss several parameters of modern high-

performance networks such as full LogGP [16] parametriza-

tion. However, to the best of the authors knowledge, none of

those works compare the power consumption with different

interconnection networks.

2. Testbed

For our testbed we used 14 IBM iDataPlex dx360 nodes

with SuSE Linux Enterprise Server 10 Service Pack 2 for

x86 64 as operating system. We used the default SLES 10

SP 2 kernel version 2.6.16.60-0.21-smp. Our systems have

two 2.5 GHz quad core Intel Xeons L5420 and the Intel

5400 chipset and are equipped with 32GiB RAM (4GiB per

core). The host hardware was identical for all benchmarks,

only the network interface cards were swapped. We also

used Open MPI 1.2.8 (with the network specific transports)

for all benchmarks to avoid perturbations of the benchmarks

(e.g., by different collective algorithms).

We used a 24-port Cisco TopSpin SFS7000D switch and

ConnectX IB cards (MT26418) for our InfiniBand tests. The

kernel driver and userspace tools were included in the OFED

1.3 packages supplied by Novell. We used Open MPI 1.2.8

with the optimized openib Byte Transport Layer (BTL),

which uses Remote Direct Memory Access (RDMA), for

all tests. All parameters were left at their default values.

For our Myrinet over copper test, we used Myri-10G

Dual-Protocol NICs (10G-PCIE-8A-C) and a switch from

Myricom with a single line card (10G-SW32LC-16M). We

used the MX driver version MX 1.4.3 and Open MPI 1.2.8

for all application tests. For Myrinet over fiber, we used

the 10G-PCIE-8B-QP Myricom cards with a single linecard

(10G-SW32LC-16QP). The QP fiber network cards run at

a slightly higher clock-rate and are thus slightly faster. We

used Open MPI 1.2.8 with the MX-optimized mx Matching

Transport Layer (MTL), which enables tag-matching in

hardware, for all tests with Open MPI.

2.1. Microbenchmark Results

In this section, we discuss several microbenchmarks

to assess network performance. We used the well-known

benchmark NetPIPE [3] to measure basic parameters such as

latency and throughput. Figure 1 shows the latency for small

messages for all investigated transport types. We analyzed
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Figure 1. Latency for small messages
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Figure 2. Throughput for large messages

the different Open MPI transport layers and TCP perfor-

mance. The minimum (zero-byte) latency for InfiniBand (IB-

C) with MPI was 1.38µs for Myrinet with Copper (MX-C)

2.76µs and for Myrinet with Fiber (MX-F) 2.53µs. TCP

latencies were 22.77µs for InfiniBand (IP over IB) and

19.33µs for Myrinet (native). Figure 2 shows the throughput

that NetPIPE reported for the different networks. The sudden

drops in this diagram are due to protocol changes. The

highest throughput with 8MiB messages was achieved with

InfiniBand at about 14.2Gbit/s which is 88% of the peak

performance. Myrinet reached up to 8.3Gbit/s which is 83%

of the peak bandwidth. Again, the TCP performance was

significantly lower. InfiniBand TCP (IP over IB) reached

only 3.6Gbit/s (22.5%) and TCP over Myrinet reached

4.5Gbit/s (45%) for 8MiB data transfers.

In the next section, we discuss real application perfor-

mance in comparison to the presented microbenchmarks.



3. Application Communication

In this section, we compare the different networking

options for each application. We use the same input problem

and an identical system configuration (except the commu-

nication network) for each application run. We record the

total time to solution and the different MPI overheads. We

also show the most significant sources of communication

overheads for each application and each network in order

to explain the difference precisely. We ran each application

three times and report minimal values in order to eliminate

operating system noise effects. However, the variance of all

runs was very low (<5%). We used the PMPI [7] interface

to intercept and profile all MPI calls and report the average

overheads over all processes.

3.1. MILC

The MIMD Lattice Computation (MILC) code is used

to study quantum chromodynamics, the theory of strong

interactions of subatomic physics, such as used in high

energy and nuclear physics. MILC consists of a multiple

codes for specific tasks. We used the “medium” NERSC

MILC benchmark for the su3rmd code. With InfiniBand

(IB-C), the benchmark ran for 444.29 s and showed an MPI

overhead of 123.34 s (27.76%). With Copper Myrinet (MX-

C), the same calculation ran for 435.27 s and exposed an

MPI overhead of 115.35 s (26.50%). With Fiber Myrinet

(MX-F), the benchmark completed in 426.07 s with an MPI

overhead of 106.63 s (25.03%). The MPI overheads of

MILC on 64 cores on 14 nodes comparing all three networks

are shown in Figure 3(a). The main source of overhead are

calls to MPI Wait which are caused by a three-dimensional

nearest neighbor communication pattern.

3.2. POP

The Parallel Ocean Program (POP) performs an ocean

circulation simulation based on models described in [17].

It solves three-dimensional equations for fluid motions on

the sphere using hydrostatic and Boussinesq approximations

where spatial derivatives are calculated with finite difference

(FD) discretizations. A preconditioned conjugated gradient

solver is used to calculate the two-dimensional surface

pressure.

For our test run we computed the x1 POP benchmark

input file [18] with 32 cores on 14 nodes. The computation

took 66.30 s with InfiniBand and had an MPI overhead of

10.06 s (15.17%). With Copper Myrinet, the runtime was

62.97 s with 6.72 s (10.68%) communication overhead. The

faster Fiber Myrinet lowered the runtime to 60.98 s with only

6.29 s (10.31%) MPI overhead. The main source of POPs

communication overhead is also MPI Waitall from the FD

nearest neighbor communication. A detailed list is given in

Figure 3(b).
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Figure 3. MPI communication overheads

3.3. RAxML

The biological simulation Random Axellerated Maximum

Likelihood (RAxML) infers phylogenetic trees, a popular

method to model evolution, from DNA sequence data. The

relationship between different species is determined by com-

paring parts of their DNA. The DNA sequences in question

have to be aligned and the difference between them, i.e., how

many mutations had to happen so that sequence A evolved

into sequence B, has to be determined. The search space

for this problem, the number of possible trees, is large. For

n = 50 species there are about 1080 possible trees (as many

as atoms in the universe). This number grows exponentially

with n. A good overview of the algorithms used by RAxML



and related tools is given in [19].

The MPI parallelization of RAxML is coarse grained,

each rank computes different trees and sends the results

to rank zero. We calculated 112 phylogenetic trees on all

112 cores with the same random seed on all networks for

reproducibility using a database with 50 pre-aligned genome

sequences consisting of 5000 base pairs. This search took

746.97 s with InfiniBand and showed an MPI overhead

of 34.90 s (4.67%). The computation took 742.62 s with

Copper Myrinet with an MPI overhead of 32.10 s (4.32%).

On Fiber Myrinet, it took 738.35 s with an MPI overhead

of 31.60 s (4.28%). The lion’s share of the MPI overhead is

MPI Probe. The MPI overhead for each network is detailed

in Figure 3(c).

3.4. WPP

The Wave Propagation Program (WPP) simulates the

time-dependent elastic and viscoelastic propagation of

waves. WPP uses a Cartesian grid to solve the governing

equations using a node-based finite difference approach.

WPP is used for three dimensional seismic modeling and is

capable of simulating a large variety of materials and is able

to output synthetic seismogram as well as two dimensional

slices through the model. The mathematical foundations of

WPP are described in [20]. Our benchmark simulated an

30000×30000×17000 grid with a spacing of 20 and a single

wave source in it on all 112 cores. The layout of the grid was

the same as in the LOH1 example distributed with WPP. All

output was written after the last timestep was computed. The

MPI overhead of WPP is dominated by MPI Sendrecv.

On InfiniBand, the calculation took 701.60 s and had an

MPI overhead of 51.08 s (7.28%). On Copper Myrinet, WPP

needed 705.83 s with an MPI overhead of 57.43 s (8.14%).

On Fiber Myrinet, the computation time was 700.95 s with

53.37 s (7.61%) MPI overhead. An overview of the functions

that contribute to WPPs MPI overhead can be found in

Figure 3(d).

3.5. Message Size Distribution

We also need to analyze the message size distribution

in order to draw conclusions from the microbenchmark

results. One would expect that bandwidth-limited messages

are significantly slower on Myrinet because it has lower

bandwidth. Figure 4 shows the accumulated message sizes

for each application. A point (x, y) in this graph means

that the sum of all messages smaller than x Byte that have

been transmitted is y. For example MILC sends a lot of

small messages with sizes up to 32 Byte, these messages

make up for 163 Kilobyte of transmitted data. MILC also

sends many large data-transfers between 10 kiB and 512 kiB.

POP mainly sends small messages below 10 byte and 1 kiB

messages and should thus be latency-bound. RAxML only
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Figure 4. Message Distribution for all Applications
A point (x, y) in this graph means that the sum of all

messages smaller than x Byte that have been transmit-

ted is y.

exchanges 1KB of 1B messages and some large messages in

the 100 kiB range. WPP uses mostly very large, bandwidth-

limited, message transfers.

4. Power Measurements

In this section we analyze the power consumption of the

different applications. We did this by sampling the root

mean square current drawn by the whole cluster (described

in Section 2) every second. Our cluster was connected to

the 120V power line via two APC 7800 power distribution

units (PDUs). We sampled the current through our cluster

by querying the PDUs via SNMP. With this method, we are

able to compute the total power consumption for the solution

of the particular problem for each application. In this case,

the power consumption is the discrete integral (sum) over

all measurement points. We report the power consumption

graphs over time and the total energy needed to compute a

particular input.

In a first experiment, we compare the current drawn

by our idle system (without the switch) with the three

different network configurations. The system equipped with

InfiniBand uses 17.7A when idle. Copper Myrinet lowers

the idle-current consumption to 17.3A and Fiber Myrinet

to 16.9A. We also analyzed the current consumption of

the switch. The Cisco InfiniBand switch uses 0.48A. The

7U Myrinet switch uses 0.75A with the fan unit. However,

removing the fan (which was safe with only a single line-

card) decreased the current drawn to 0.48A. The power

consumption of the switches was identical when idle and

under full load. We also investigated the power consumption

of 4 nodes under full communication load. We used a

bidirectional stream of 8MiB messages to measure the

power consumption in a micro-benchmark. Four InfiniBand
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Figure 5. Power usage for MILC

nodes used 3.9A when idle which increased to 5.0A under

full message load. Four Myrinet (copper) nodes used 3.77A

when idle and 4.95A under full load with Open MPI using

the OB1 PML. However, when we switched to the MX-

optimized PML CM with MTL mx (our default transport in

this article), which enabled matching in hardware, the power

consumption was reduced by 4% to 4.75A. This interesting

observation seems to be a result of packet matching on the

specialized NIC processor.

In the following, we compare the power consumption

of each application and input problem for the different

networking technologies. We also compute and compare

the total energy consumption that is required to solve the

particular real-world problem.

4.1. MILC

The computation of the medium input file from the

NERSC MILC benchmark needs 3.879 kWh with Infini-

Band. Copper Myrinet uses 3.875kWh which is approx-

imately 0.1% less. The power consumption with Fiber

Myrinet is 3.819 kWh which is around 1.5% less than

InfiniBand.

4.2. POP

The Parallel Ocean Program uses, depending on the

interconnect between 20.5A and 21.5A. This big variation

is due to the heavy communication in the application (15%

communication overhead). The computation of the X1 pop

benchmark [18] needs 0.458kWh with InfiniBand. Copper

Myrinet needs 0.432 kWh which is about 4.6% less than

with InfiniBand. Fiber Myrinet uses about 0.406kWh, which

is about 11.3% less, to compute the result.
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Figure 7. Power usage for RAxML

4.3. RAxML

The RAxML computation has different phases with dif-

ference power consumption. This shows nicely that the CPU

is used differently in those phases. We would assume that

a higher power consumption means more efficient CPU

usage. RAxML has a peak with more than 35A in our

measurement.

The generation of the “tree of life” for the 50 species

in our input file used 8.315kWh in InfiniBand. Copper

Myrinet used with 8.164 kWh around 1.8% less energy.

Fiber Myrinet uses 8.015kWh which is around 3.6% less

than InfiniBand. RaxML only exhibits a small commu-

nication overhead, thus the energy consumption is only

marginally influenced by the network.
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4.4. WPP

The Wave Propagation Program uses between 29A and

31A and the power consumption varies highly during the

application run. The computation of the seismic properties

modeled in the (modified) LOH1 example shipped with WPP

uses 6.807 kWh on InfiniBand. Copper Myrinet uses around

6.781 kWh which is about 0.4% less energy consumption.

Fiber Myrinet lowers the energy consumption by 1.4% to

6.713 kWh.

5. Conclusions and Future Work

The first and most important conclusion is that networking

microbenchmarks and simple metrics such as latency and

bandwidth do not necessarily reflect the performance of

real-world applications. Many other effects such as support

for tag matching in hardware, memory registration or re-

mote direct memory access influence the performance of

real applications significantly. We show that even though

microbenchmarks predict that Myrinet should be slower

than InfiniBand, Myrinet performs significantly better than

InfiniBand for many investigated applications. We note that

those results are tightly bound to our specific setting and

allow for little generalization. We also expect that the

power consumption of InfiniBand with fiber transmission

would be less than InfiniBand’s copper version. However,

we conclude that current microbenchmark metrics are not

sufficient to predict application performance well. Thus, we

advise to conduct detailed application studies to assess the

performance of network interfaces in a particular setting.

We also propose to analyze other more detailed performance

assessment schemes, such as the LogGP model.

Power consumption is an important parameter for high-

performance networks. We demonstrate that the energy

needed to compute a certain result can be decreased by up

to 11% with a power-efficient interconnection network. We

also show that the energy consumption of an idle system

significantly depends on the networking equipment. Those

results will hopefully influence the design of future networks

to be more energy efficient. We suspect that the effective use

of special hardware support (on our case tag-matching in

hardware) can decrease the power consumption significantly.
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