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ABSTRACT

This paper aims to describe methods that can be used to cre-
ate new Student Cluster Competition teams from the stand-
point of the team advisors. The purpose is to share these
methods in order to create an easier path for organizing a
successful team. These methods were gleaned from a survey
of advisors that have formed teams in the last four years.
Four advisors responded to the survey and those responses
fit into five categories: (1) early preparation, (2) coursework
specific to the competition, (3) close relationships with the
hardware vendors, (4) concentration on the applications over
the hardware, and (5) the need to encourage the team mem-
bers to write papers about their experiences. In addition to
these commonalities which may be best practices there are a
few divergent but intriguing techniques that may also prove
useful for potential advisors. Both will be discussed here
and these methods can serve as a primer for anyone looking
to start a new Student Cluster Competition team.
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1. INTRODUCTION

The Student Cluster Competition is an event at the Su-
percomputing Conference that pits teams of six undergrad-
uates against each other in order to complete the most com-
putational science in a given power envelope with whatever
cluster they can construct. The rules are fairly simple: Each
team gets a power budget of 26 amps at 110 volts of power
on two 13 amp circuits. All active hardware for the com-
petition must fit into this envelope. The hardware must
also be commercially available by the first day of the com-
petition. The first day of the competition is spent setting
up and tuning the cluster and getting base benchmarks us-
ing HPCCJ16]. Once the final benchmark results are sub-
mitted to the judges, the competition begins and the stu-
dents are running on their own technical knowledge with-
out outside assistance. Historically there have been four
applications per competition and have included such sci-
entific codes as POP[3], GAMESS[22], WPP[18], POY|[28],
WRF[23], NWChem[27], CHOMBO[4], and NAMD|21]. Al-
though there is only one overall winner, the contest is ben-
eficial for everyone.
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Figure 1: Undergraduates hard at work during the
Student Cluster Competition at the 2010 Supercom-
puting Conference



The competition provides an excellent opportunity to teach
hands-on High Performance Computing(HPC) in a compet-
itive learning environment. During the training for com-
petition, students learn valuable skills that will help them
in their technical careers—not only technical skills, but also
team skills and for some, technical writing skills. Many of
the students in the competition go on to write technical pa-
pers about their experiences with the Student Cluster Com-
petition. In addition, many consumers of HPC have looked
to the Student Cluster Challenge in order to fill their tech-
nical job openings and have donated to the Student Cluster
Challenge for this purpose[20]. For educational institutions
with HPC foci, the benefits are self-evident: better educated
students and name recognition in the HPC space.

Although entering a team into the competition can be
daunting, it is a worthwhile endeavor for all participants.
Because the competition is young, there is little informa-
tion shared about starting Cluster Competition teams. Most
published information about the competition is from a stu-
dent perspective[15][31] or is concentrated on technical as-
pects of the competition[1][10][17][29]. Because of this, past
advisors have created their own methods, without the ben-
efit of any best practices or knowledge of pitfalls. This lack
of information begs the question, “What are the common
practices among the teams and are these the best prac-
tices?” This paper aims to be a starting point for answering
that question, and a primer for creating a successful Student
Cluster Competition team.

Table 1: Institutional Participation in the Student
Cluster Competition by Year

Institution 2007 | 2008 | 2009 | 2010
Arizona State University X X

Florida Agricultural and X
Mechanical University

Indiana University (IU) X

Technische University X

Dresden and IU
Louisiana State
University
National Tsing Hua X X
University

Nizhni Novgorod State
University

Purdue University
Stony Brook University
University of Alberta
University of Colorado
University of Texas

at Austin
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[13] [14] [25] [26]

2. METHODS

In order to collect the methods that have been used to
create a successful Student Cluster Competition team, cur-
rent and past team organizers were surveyed. The original
survey consisted of seven open-ended questions about the in-
ception, execution and success of methods used in funding,
institutional support, student education and working with
hardware sponsors. The survey was distributed via e-mail.

The participants of the survey were all university staff, post
doctorate researchers or graduate students. All potential
participants were chosen based on their current and past
participation in the Student Cluster Competition. A total
of four advisors responded to the survey.
The survey elicited responses in three fairly broad topic
areas:
e Resources—This includes hardware sponsorship, uni-
versity assistance, and other financial support.
e Student education and preparation—-Methods of instruc-
tion or independent studies
e Other advice-What else is important to know
The questions were designed to extract information about
pertinent topics but also to explore those topics that perhaps
were overlooked in the survey. The survey questions were:
e How did you get involved with cluster challenge?
What kind of support has your institution given you?
How did you get that support?
How did you train the undergraduates?
How did you choose your hardware sponsor?
Did you get any financial or other support from other
organizations besides your school/hardware sponsor?
e What haven’t I asked that you wish you would have
known when you first started a team?
These questions led to a second survey which targeted time
constraints and student training. In addition, follow-up in-
terviews were done to go more into depth about topics that
the respondents thought were important.

The information was coded based on common themes through-

out the responses. The survey was created to find common
methods of team creation and management in hopes of un-
covering a list of best practices. This is not meant to be a
comprehensive study, but a discussion among current advi-
sors that aspirant teams can look to for direction and guid-
ance.

3. INSTITUTIONAL SUPPORT

All institutions provided a baseline of support:

e Funding

e Computers/training clusters

e Access to HPC experts
In addition to this baseline, half of the institutions provided
domain scientists to assist with the understanding of the
applications. One advisor encouraged the students to seek
out experts themselves:

“Once the applications are announced the stu-
dents are encouraged to seek out scientists in
those application disciplines and learn as much
as possible from them via any means possible.”

Another advisor had a different approach:

“We have always had a faculty advisor commit-
ted to helping us and he was able to get domain
science graduate students to lecture about the
specific applications regularly.”

Additionally, extra programming classes were provided to
students by two of the institutions.

Institutional support requests seem to come in two va-
rieties: the respondents that were in staff positions gener-
ally wrote proposals for support from the institution, while
the graduate students and post doctorate researcher respon-
dents were able to get support with more informal inquiries.



Often, the university will provide travel grants to students
participating in conferences like the SuperComputing Con-
ference. Some advisors have had success soliciting funds
from the deans of the students’ home departments. One ad-
visor asked team members to write a letter to their dean,
explaining the importance of the competition and asking for
travel expenses. The advisor reported that this was typically
successful.

4. FINANCIAL SUPPORT

In the last few years, the Student Cluster Competition
has provided hotels near the conference center, along with a
small stipend for the week and entrance to the SuperCom-
puting Conference. All other funding, including hardware,
is the responsibility of individual teams.

As mentioned in section 3, all respondents receive fund-
ing from their institutions. Most of the money to support
the teams comes from outside sources. Professional organi-
zations such as ACM have donated funds, and sometimes
even local alumni that work in the industry have offered
mentoring or given testing equipment. Many teams solicit
funding from larger companies that do not produce hardware
or software resources directly related to the Student Clus-
ter Competition. These companies are looking for qualified
job applicants in the HPC field and are willing to provide
funding that grants them access to this pool of potential
graduates with HPC training. Job fairs on campus are an
excellent way to make contact with these recruiters. One re-
spondent has used this method with great success, not only
securing funding but also internship and job opportunities
for his students.

Another novel approach to the funding issue has been to
partner with a company that is small or is new to the HPC
space. Two respondents found companies that provided re-
sources beyond what is normally expected from a larger
hardware vendor. The vendors’ goal of establishing them-
selves can elicit higher amounts of financial support, PR and
technical expertise in an effort to expose their products to a
wider market. This translated into financial support as well
as help finding ancillary vendor support. For both teams,
programming support was provided by the vendor in order
to compensate for an atypical architecture.

It is important to include these sponsors during the early
stages of student preparation and communicate to them how
they are contributing to the educational experience of the
students. One advisor said,

“During the preparation for the competition, we
sent e-mails and photos of the work we were do-
ing as well as creating a team website and Twit-
ter and Facebook accounts. Appropriate signage
of our sponsors at the competition, as well as
publishing papers after the competition is impor-
tant...In every paper and presentation we make
sure to attribute our success to our supporters
(and we made sure to communicate that to the
sponsors themselves).”

5. HARDWARE SPONSORSHIP

In general, all the respondents had a previous relation-
ship with their potential hardware vendors before obtaining
competition sponsorship. However, if needed, the Student
Cluster Competition organizers also typically have had a list

of vendors and contacts who have been interested in working
with institutions that want to field a team[20].

In picking a hardware sponsor it is important to choose
one that will be engaged with the team regularly. One re-
spondent even said:

“It’s vital from the very start to have face to face
contact with the hardware sponsor.”

In addition, a team must get a hardware platform that can
support the Student Cluster Competition applications with
only the effort of six undergrads. As an example of what
can go wrong:

“We chose [the company]| due to our good con-
nections to the company. However, it turned out
that the existing software ecosystem was not ide-
ally suited for running the required applications.”

Sometimes when dealing with hardware vendors, time has
been a common problem. Hardware sponsors should be
courted early and be able to get the hardware into students’
hands as soon as possible. Some hardware vendors with the
best of intentions have been unable to deliver hardware on
time and teams suffer for it:

“The plan was to get the cluster assembled and
installed...we would use remotely. But [hardware
vendor] was late with the delivery. We had one
‘competition-like’ node for a couple of months,
then two nodes for a couple of weeks. We only
got the whole system in [town] two days before
it needed to be shipped to [the Student Cluster
Competition].”

One respondent suggests the best way around this pitfall is
to start early:

“The vendor should get that hardware in the
hands of the students as fast as possible and be
prepared to make the technical contacts from the
manufacturer ready to work with the students to
get the most out of the hardware as possible.
Again communication early and often is very im-
portant.”

Table 2: Student Cluster Competition Awards

| Year || Winner Overall | Highest Linpack |
2007 || University of National Tsing Hua
Alberta University
420GFlops
2008 || Technische University | National Tsing Hua
Dresden and IU University
703GFlops
2009 || Stony Brook University of Colorado
University 692GFlops
2010 || National Tsing Hua University of Texas
University at Austin
1.07TFlops

(2] [7) [8] [12] [19] [24]

It is also imperative that the hardware vendor know what
the parameters of the competition are. When speaking about
the power requirements one respondent noted:



“This is not simply a situation where you can
throw the fastest hardware at the problem and
expect to the win. In fact, the team posting
the highest Linpack has never won the compe-
tition [as shown in Table 2]. Intimate knowledge
with the applications is often more valuable than
the latest and greatest hardware. It’s important
that the hardware vendor provides hardware that
is designed with the specific requirements of the
competition in mind.”

Getting the hardware vendor’s technical staff engaged and
available early has been a challenge for at least two of the
respondents.

Hardware vendors often put a tremendous amount of money
and time into this and it is important to set their expecta-
tions. One participant said:

“I would caution not to set winning expectations
and to be very realistic with the vendor about the
fact that this is an undergraduate competition.”

Some also found that billing this event as a learning oppor-
tunity for students instead of a competition between vendors
has been an important step in setting expectations.

6. STUDENT TRAINING

Three of the four participants reported that their univer-
sities offered courses either in preparation for the compe-
tition or in order for the students to receive course credit
for participating. Courses that are tailored for the Clus-
ter Competition are often supplemented by standard HPC
curriculum at the institutions.[11][5][9] The only team that
does not have dedicated coursework is currently working to-
ward designing a class specifically for the Student Cluster
Competition. One team even took a class on presentational
speaking before attending the conference. A respondent said
this about the coursework:

“...creating a ‘for credit’ class ensures that the
students are well motivated to succeed and do
their best. The undergraduate curriculum for
computer science or engineering is very demand-
ing and students will often fizzle out as their
course work begins to demand more of their at-
tention. If their efforts for the cluster compe-
tition are integrated with course work they are
less likely to drop out of the cluster competition
efforts. As a side benefit they tend to regard
their course work as more meaningful when its
attached to something bigger like the competi-
tion.”

In addition to HPC coursework, two of the respondents
said that knowing and understanding the applications can
be even more important than the HPC fundamentals. One
advisor went as far to say:

“In the first year, we focused on broad educa-
tion in supercomputing with a specific curricu-
lum. While we believe that this was very valu-
able for the students, we realized that we did not
have the time to have enough hands-on sessions
to prepare the students for the challenge. In the
second year, we concentrated on direct prepara-
tion of the challenge (we had some students of

the previous year in the team) which eventually
lead us to success...”

A second advisor had a more fundamental approach:

“Early on we focus on basics like linux system
administration and the basic taxonomy of paral-
lel high performance computers (Flynn’s taxon-
omy|[6]). For most of the students regardless of
what major or year this is the first exposure they
have had to hands on high performance com-
puting. Once they have a firm grasp of the ba-
sics then we begin to concentrate on the applica-
tions...By working with the applications the stu-
dents begin to understand what these questions
mean and why they are important to answer. We
typically begin with the HPCC benchmarks since
they are consistently used in all the competitions
and they are good teaching tools since they stress
various aspects of the system like memory or in-
terconnect.”

Independent study by the students, especially on basic,
core concepts seems to be essential for all the participants,
especially for those universities that do not have background
requirements for their team members. Besides access to ad-
visors who are often industry experts, students tend to have
access to faculty at their home universities who are doing re-
search in the field. One team encourages attending outside
lectures and participation in non-Challenge computer sci-
ence projects both within the university and in cooperation
with partner companies.

Three of the participants put emphasis on continuing the
students’ education post-Challenge:

“Writing follow-up papers is important to the
process. If we are to train/mentor students to
go on and further their education in Computer
Science, Engineering or the Sciences then pub-
lishing is a very important part of that process.”

Documenting and presenting their findings is one way to
not only give those students real world experience, but also
to contribute to the scientific community. Many students
from several institutions have written papers about their
experiences [1] [10] [15] [17] [29] [30] [31].

This student training and post-Challenge effort certainly
can pay off. Three of the respondents have had students
who have gone on to work in the HPC field with many of
them working at national labs and other universities as HPC
specialists. One advisor said:

“[A national lab] and [a famous search company]
both recruited one of the undergrads based on
his submitted papers from [the Student Clus-
ter Competition]. In fact we have competition
alumni working at [a university HPC center], [a
national lab] and [a major HPC hardware ven-
dor].”

7. TIMELINES AND RECRUITING

In the survey, every respondent emphasized that it is im-
perative to start planning as early as possible. Originally the
application date for the competition was in mid-summer and
the acceptance notifications were not sent out until August.



At the behest of the participating teams, the due date for
the Student Cluster Competition now falls in mid-April and
notifications happen in early summer. When asked about
the best time to start, one advisor said:

“As early as possible. At the beginning of the
year or even earlier (I started November/December).”

Another respondent joked:

“If you have to ask if you have enough time to
prepare, you don’t.”

Respondents indicated that no matter how much time was
set aside for preparation, they often felt short on time.

Recruiting students proved to have its pitfalls as well.
Two of the respondents said that they have trouble keep-
ing students’ commitments from Spring through Fall. As
mentioned above, starting preparation early is important
and starting students’ training early is equally as important.
One advisor said:

“One big challenge we have is the timing of the
competition we start recruiting in the spring and
we usually have over 10 students interested by
the end of the spring semester. But then the
summer comes and students tend to fall out of in-
terest and we have to do another round of recruit-
ing the first couple of weeks of the fall semester.”

Two respondents agreed that a good place to recruit stu-
dents is the local chapter of the Association for Computing
Machinery(ACM). Another novel approach was put forth by
another respondent:

“We hire undergraduates as Junior System Ad-
ministrators to help keep our community clus-
ters running and they are a natural fit for the
[the Student Cluster Competition]. Luckily for
us, the inverse is true as well.”

Getting students excited is also important. Sometimes the
idea of HPC can be daunting for students. One respondent
mentioned:

“During [the Supercomputing conference] I was
asked a few times: “How did you find students
for the team? Ours are scared” ”

Finding students that are already familiar with the software
stack was one respondent’s tactic:

“When we recruit we try to get students that are
familiar with Linux. We have found that knowl-
edge of Linux is a good baseline to start with and
less knowledge than that can be troublesome.”

8.  CONCLUSIONS AND FUTURE WORK

The respondents to the survey have agreed on some key
points:

e Start preparing early: At the beginning of the year
or earlier. Much of the work as an advisor is done
before the application is due in April.

e Create a course specifically for the competition:
Find faculty who will support the team.

e Find a hardware vendor early and create a close
relationship with them: Many universities have ex-
isting relationships with hardware vendors; leverage
those if possible.

¢ Knowing the applications is more important
than having the fastest hardware: Make sure that
the vendor understands the requirements of the com-
petition. When instructing, focus on the applications.
The team with the fastest and best hardware has not
yet won the Challenge. Applications take priority over
the hardware.

e Encourage the undergraduates write papers and
share their experience: Once the competition is
over, the undergraduates should write papers about
their experiences. This is valuable experience for them
and can get them noticed in the job market. Student
written papers may also lend credibility with future
hardware vendors or sponsors going forward.

Though this survey has uncovered some effective meth-
ods for fielding a team, it will be necessary to acquire a
larger sampling and more information in order to develop
a comprehensive list of best practices. As the teams and
competition evolve, the practices will as well. Every year,
each returning team hones its own methods and tries to cor-
rect last year’s mistakes. These iterations will provide the
best practices in the future. While this paper may not have
uncovered a comprehensive list of best practices, there are
some good starting points and information for those who
want to create a team.

In addition to a more comprehensive survey, other future
work may include the creation a sample curriculum for HPC
basics with a Student Cluster Competition focus that can
be shared publicly. Overall competition strategies would
also be an important topic to explore. Other aspects of the
competition such as hardware and software optimization also
warrant a deeper look.
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